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a b s t r a c t

Many methods have been developed in order to increase selectivity and sensitivity in proteome research.
However, gel electrophoresis (GE) which is one of the major techniques in this area, is still known for
its often unsatisfactory precision. Percental relative standard deviations (RSD%) up to 60% have been
reported. In this case the improvement of precision and sensitivity is absolutely essential, particularly
for the quality control of biopharmaceuticals. Our work reflects the remarkable and completely irregular
changes of the background signal from gel to gel. This irregularity was identified as one of the govern-
ing error sources. These background changes can be strongly reduced by using a signal detection in the
near-infrared (NIR) range. This particular detection method provides the most sensitive approach for con-
ventional CCB (Colloidal Coomassie Blue) stained gels, which is reflected in a total error of just 5% (RSD%).
In order to further investigate variance components in GE, an experimental Plackett–Burman screening
design was performed. The influence of seven potential factors on the precision was investigated using

10 proteins with different properties analyzed by NIR detection. The results emphasized the individuality
of the proteins. Completely different factors were identified to be significant for each protein. However,
out of seven investigated parameters, just four showed a significant effect on some proteins, namely the
parameters of: destaining time, staining temperature, changes of detergent additives (SDS and LDS) in
the sample buffer, and the age of the gels. As a result, precision can only be improved individually for

asses
on in
each protein or protein cl
us to improve the precisi

. Introduction

Gel electrophoresis, especially two-dimensional gel elec-
rophoresis (2-DE), is a favoured separation tool in protein analysis.
-DE is a powerful technique to simultaneously separate hun-
reds to thousands of protein species in complex protein mixtures
ithin a single gel. Therefore, it has already been applied in
any fields of research ranging from clinical diagnostics over

arious basic research projects to the development of new drugs.
lthough achieving high resolution, 2-DE shows limited precision

s expressed by high percental relative standard deviation (RSD%)
alues ranging from 10% to 60% (RSD%) of observed spot areas [1–5].
owever, in quantitative analysis reproducibility and precision are

mportant parameters [3]. Determining these statistical values pro-
ides a way to evaluate the quality of analytes, e.g. pharmaceuticals.
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. Further understanding of the unique properties of proteins should enable
gel electrophoresis.
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Without analytical precision a reliable estimation of changes in an
investigated system is impossible.

Direct and indirect detection and visualization strategies with
different sensitivity are available [6–9]. Traditional protein detec-
tion methods include staining with organic dyes such as Coomassie
Brilliant Blue (CBB) [7,9–12], silver staining [7,13], fluorescent dyes
[7,14,15], or radioactive labelling (with 14C, 3H, 35S, etc.) [8,9,16]. A
common major drawback in all of these staining methods is the
high background staining. A limitation in sensitivity is a direct con-
sequence of this high background signal. Many detection methods
have been developed with the goal of increased stain selectivity
and sensitivity. An advancement in the Coomassie Brilliant Blue
dye is the Colloidal Coomassie Blue (CCB) dye [7,11]. This colloidal
formulation was developed to reduce the high background staining
which improves the sensitivity of this dye. Nevertheless, the detec-
tion limit is still worse than that of silver or fluorescence staining.
However, due to its low cost, ease of use and compatibility with

downstream protein characterization and identification methods
such as mass spectrometry, CCB is the most widely used stain for
protein detection.

Recently published works report an enhanced sensitivity of
CCB stained gels by using a near-infrared (NIR) imaging system
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2.4.1. CCB staining
After electrophoresis, gels were rinsed twice with water for

5 min, stained with BioSafeTM Coomassie (BioRad, Hercules, CA,
USA), destained with water, and imaged by Odyssey near-infrared

Table 1
Composition, molecular weight and amount of the different proteins contained in
Mark 12TM unstained 1D standard solution.

Protein Mr (kDa) Concentration (�g/�l)

Myosin (1) 200.0 0.076
�-Galactosidase (2) 116.3 0.040
Phosphorylase B (3) 97.4 0.070
BSA (4) 66.3 0.040
Glutamic dehydrogenase (5) 55.4 0.120
Lactate dehydrogenase (6) 36.5 0.080
Carbonic anhydrase (7) 31.0 0.044
Trypsin inhibitor (8) 21.5 0.064
S. Schröder et al. / Journal of Pharmaceuti

or detection instead of a conventional densitometric detection
ethod [6,17,18]. In the present study, we have shown the improved

rotein detection by using CCB stained one-dimensional (1D) gels
n combination with a NIR imaging system. This combination pro-
ides the most sensitive protein detection method. Thus, a total
rror of just 5% (RSD%) for main assays should be in close reach in
E.

In a previous work, we analyzed the entire 2-DE workflow
n detail and identified the following three points as the main
rror sources of variability in quantitative 2-DE [2]: first, the
taining or rather detection of separated proteins; second, the trans-
er between the first and the second dimension; and third, the
esearcher’s skills on 2-DE technique. Many other minor sources
f error are conceivable, such as sample preparation, staining time,
r temperature changes. According to the law of error propagation,
he major sources of error dominate the total error. By reducing the

ajor ones, it becomes possible to investigate the next larger pre-
ominant sources of error. Spot detection was already identified
s the dominant source of error. Consequently, this main source
f error can be reduced by using an adequate detection method,
uch as the combination of CCB stained gels with the NIR imaging
ystem.

After isolating and reducing these major sources of error, the
inor sources of error can be analyzed and optimized, because they

re no longer covered by the major error sources. For this purpose,
ifferent methods are available. The classical method for optimiza-
ion involves changing just one independent variable at a time, such
s temperature, staining time, sample preparation, etc. and fixing
he others at a certain level. This classical approach is very labori-
us and time-consuming, especially for a large number of variables.
onsequently, the combination of variables unfortunately does not
nsure the optimum conditions. An alternative approach is a full
actorial experimental design, which examines every possible com-
ination of independent variables at appropriate levels. However,
ull factorial designs are impractical for a large number of variables
ecause of the huge number of experiments that are required to
omplete the investigation. For example, the evaluation of seven
ossible influencing factors at two different levels would require
28 (27) experimental trials. Therefore, a more practical method
s required, a two-level screening design proposed by Plackett and
urman [19–23]. In some cases also a three-level Plackett–Burman
esign was executed for factor optimization. Screening designs are
n efficient way to identify the main factors from a list of many
otential factors, which have a large influence on the response of
particular method. These screening designs allow for the evalu-

tion of a relatively high number of factors in a relatively small and
easible number of experiments. The investigation of up to N − 1
ariables at two different levels in N experiments is possible. Ini-
ially, screening designs give a general overview. After screening the
mportant factors and the significant main effects, these important
actors have to be investigated in detail through further experi-

ents. In many cases such Plackett–Burman designs were already
pplied successfully to screen for important factors in robustness
ests [21,24,25] or during method optimization. For instance, in
he field of microbiology a lot of working groups used screening
esigns to optimize nutrient levels of bacterial cultures [26–30].
urthermore, in separation science experimental designs are useful
ools. Analysis time, separation and resolution as well as the peak
ymmetry of different capillary electrophoresis (CE) methods were
ptimized by using the Plackett–Burman design [31–33]. Further-
ore, many other techniques were optimized using these screening
esigns such as RT-PCR (reversed transcription-polymerase chain
eaction) [34], ELISA (enzyme-linked immunosorbant assay) [35],
r HG-GPMAS (hydride generation gas phase molecular absorption
pectrometry) [36,37]. Investigating the lipase-catalyzed synthesis
f anthranilic acidic esters, the Plackett–Burman design provided
Biomedical Analysis 50 (2009) 320–327 321

useful information on the choices of reactants for a better yield
[38].

In the present paper, two different aspects were mentioned. In
the first part, different detection approaches were compared in
order to evaluate the sensitivity of these methods by using the
signal-to-noise ratio with the objective of reduction the dominant
source of error, the detection of separated proteins. In the second
part a Plackett–Burman sample design was employed to investigate
the influence of further, potential sources of error on the total vari-
ability, and to achieve a further improvement in quantitative gel
electrophoresis.

2. Materials and methods

2.1. Chemicals

Polyacrylamide, Tris–HCl buffer (pH 6.8; 0.5 M) and Tris–HCl
buffer (pH 8.8; 1.5 M), ammonium persulfate (APS), sodium dode-
cyl sulfate (SDS), N,N,N′,N′-tetramethylethylenediamine (TEMED)
and ready gel 12% Tris–HCl were purchased from BioRad (Hercules,
CA, USA). All water used was obtained from a Millipore Milli-Q
Synthesis purification system (Billerica, MA, USA).

2.2. Sample

Mark 12TM unstained standard solution was purchased from
Invitrogen (Carlsbad, CA, USA), and diluted with XT sample buffer,
containing lithium dodecyl sulfate (LDS), or rather Laemmli sam-
ple buffer, containing sodium dodecyl sulfate (SDS). Both 1D
sample buffers were acquired from BioRad (Hercules, CA, USA).
The standard solution consisted of 12 different proteins, which
were analyzed by one-dimensional SDS polyacrylamide gel elec-
trophoresis (SDS-PAGE). A detailed composition of the Mark 12TM

unstained 1D standard is shown in Table 1.

2.3. SDS-PAGE

The SDS-PAGE was performed using a constant voltage of 200 V
for 45 min in a Mini-PROTEAN 3 electrophoresis cell system (Bio-
Rad, Hercules, CA, USA) by using Tris–glycine SDS running buffer
(Invitrogen, Carlsbad, CA, USA).

2.4. Visualization
Lysozyme (9) 14.4 0.050
Aprotinin (10) 6.0 0.076
Insulin B chain (64%) (11) 3.5 0.143
Insulin A chain (35%) (12) 2.5 0.085

Total 0.888
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maging system (LiCor Biosciences, Lincoln, NE, USA) using the
uorescence of CCB stain after excitation in the near-infrared
700 nm channel) and Typhoon Multimode Fluorescence detector
GE Healthcare, Piscataway, NJ, USA) using an excitation source red
aser (633 nm).

.4.2. Fluorescence staining
Two fluorescence stains were used: SYPRO Ruby protein stain

BioRad, Hercules, CA, USA) and Deep Purple protein stain (GE
ealthcare, Piscataway, NJ, USA). Both stainings were performed as
escribed in detail in the instruction manual of the manufacturer.
hese gels were imaged using Typhoon Multimode Fluorescence
canner (GE Healthcare, Piscataway, NJ, USA) using excitation
ource green laser (532 nm).

.5. Analysis

The digitalized gel images were converted into dimen-
ion reduced electropherograms by using MATLAB software as
escribed in detail previously [2]. Quantitative data analysis of
hese electropherograms was performed by Correct Integration
oftware System (CISS) [39]. The peak areas of each protein were
ormalized relative to the total peak area corresponding to the

nvestigated lane.

. Results and discussion

.1. Detection of CCB stained gels

The CCB stained gels were imaged by two different high-quality
canners, NIR imaging system and fluorescence detector, using the
uorescence of CCB stain. For further analysis of sensitivity, the
igitalized gel images were converted into dimension reduced elec-
ropherograms. These electropherograms were analyzed by Correct
ntegration Software System (CISS) [39] in order to determine sensi-
ivity by using the detection limit (DL), precision and linearity. Fig. 1
hows a direct comparison of the same gel imaged by the NIR scan-
er (A) and the fluorescence scanner (B). Fig. 1C and D illustrates
he converted electropherograms of the same lane loaded with the

ark 12TM standard solution in a total protein concentration of
.4 �g/�l. The electropherograms point out different strong fluctu-
ting baselines between the two scanners. The background signal
s markedly reduced by using the NIR detector. Particularly, a closer
ook at the first five proteins emphasizes the differences between
he two scanners. The standard solution contains these first five
roteins in a comparatively low concentration. In the case of the
uorescence scanner an assignment of the first five proteins to the
eaks is impossible. These peaks disappear in the baseline noise. By
ontrast, the electropherogram obtained by using the NIR detector
xhibits well-defined peaks and an excellent signal-to-noise ratio,
hich enables an exact identification of all proteins.

The detection limit (DL) of an individual analytical procedure is
efined as the lowest amount of an analyte in a sample, which can
e detected but not necessarily quantitated as an exact value [40].
sually, the detection limit is defined using a signal-to-noise ratio
f three, which is calculated by using Eq. (1) [41,42], where H is the
eight of the measured signal, and hn is the maximum spread of
he baseline signal within 20 signal widths at half height.

S

N
= 2H

h
(1)
n

Compared to the DL, the quantitation limit (QL) of an individual
nalytical procedure is defined as the lowest amount of an analyte in
ample, which can be quantitatively determined with suitable pre-
ision and accuracy [40]. The considered pharmacopoeias [41,42]
Biomedical Analysis 50 (2009) 320–327

suggest a necessary signal-to-noise ratio of 10 for quantitative
determinations.

Here, the DL is used to evaluate the sensitivity of the scanners.
The calculation of DL confirms that the NIR scanner is the most
sensitive scanner as seen by a visible comparison of the gels as well
as by a comparison of the electropherograms in Fig. 1. The calcu-
lated signal-to-noise ratios and the corresponding concentrations
are shown in Table 2, exemplarily for four proteins of the standard
solution.

Both the NIR scanner and fluorescence scanner show a good
quantitative precision of the peak areas as expressed in the RSD%
values in a range of 3–10% (RSD%) with an appropriate signal-to-
noise ratio. Each standard solution was analyzed six times on the
same gel. The RSD% values and the corresponding signal-to-noise
ratios are summarized in Table 3. However, this good precision as
well as quite good signal-to-noise ratio can be achieved at consider-
ably lower concentrations by the NIR scanner. In pre-tests different
concentrations of samples were chosen to estimate the QL. In order
to compare quantitative precision of the peak areas of both scan-
ners, different sample concentrations were used which resulted in
a similar signal-to-noise ratio.

In comparison to the other proteins Myosin shows a very high
RSD% value by using the NIR imaging system. After electrophoresis
Myosin appears very close to the border of the gels. Hence, the peak
shape is not clearly defined in some cases, which makes the correct
integration very difficult.

A lot of fluorescence stains are available for in-gel protein detec-
tion, which are more sensitive and selective than CCB stain using
a standard densitometry. Harris et al. [6] investigated fluorescent
signal intensity and the number of proteins detected in 2-DE gels
by using different commercially available fluorescence stains. All
these stains detected a comparable number of total protein spots
and showed no significant difference in their signal-to-noise ratios.
Two of these fluorescent stains, SYPRO (BioRad) and Deep Purple
(GE Healthcare), were selected for protein detection, and the cor-
responding electropherograms were investigated with respect to
their DL and precision. These stains were also compared with CCB
using a NIR imaging system. The results of precision are summa-
rized in Table 3. We found that sensitivity and precision of CCB
detection was comparable to SYPRO fluorescence stain when using
NIR detection. In contrast to previous reports [14,15], Deep Purple
showed less sensitivity, than SYPRO stained gels. For a good quan-
titative precision, considerably higher sample concentrations are
necessary.

The NIR imaging system uses two infrared fluorescent chan-
nels for detection of separated proteins. Two separate lasers
(diode lasers) and detectors (solid-state detectors) simulta-
neously enable the detection of two fluorescence signals after
excitation wavelengths of 685 nm (700 nm-channel) and 785 nm
(800 nm-channel). The chemical structure CCB dye shows a tri-
phenylmethane structure with an excitation maximum at 550 nm
and an emission maximum at 670 nm [6,43]. Therefore, the
700 nm-channel of the NIR imaging system can be used for the
detection of CCB stained gels. However, the detection of proteins
stained with Deep Purple (excitation maximum: 540 nm, emission
maximum: 610 nm [6]) or SYPRO (excitation maximum: 450 nm,
emission maximum: 610 nm [6]) is not possible. The fluorescence
detector also detects the emitted fluorescence of the CCB stained
proteins, but with an excitation wavelength of 633 nm (compare
2.4.1). For the detection of proteins stained with other dyes
(e.g. Deep Purple, SYPRO) special excitation wavelength for the

corresponding dyes can be selected.

Detection by using fluorescence is a more sensitive technique,
than using absorption. Furthermore, the fluorescence in the near-
infrared region offers many advantages compared to the visible
range. For instance, membranes and bio-molecules show a much
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Fig. 1. Comparison of the same gel imaged by NIR scanner (A) and fluorescence scanner (B); the lane which was loaded with the standard solution in a total concentration
of 0.4 �g/�l was converted in dimension reduced electropherograms; a comparison of these resulting electropherograms is shown in (C) and (D).

Table 2
Results of DL determination for NIR imaging system and fluorescence scanner.

Protein Mr (kDa) NIR imaging system Fluorescence detector

Concentation (�g/�l) S/N Concentation (�g/�l) S/N

�
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l
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A

-Galactosidase 116.3 0.003
hosphorylase B 97.4 0.005
SA 66.3 0.003
lutamic dehydrogenase 55.4 0.008

ower autofluorescence in the near-infrared, than in the visible
avelength region [44], which results in a low background signal

nd consequently in an improved sensitive detection. Recently pub-

ished works compared the sensitivity of fluorescent stains with
raditional silver and CCB staining. By imaging a CCB stained gel
ith NIR detection, Harris and co-workers were able to detect more

han twice the number of proteins compared to traditional den-
itometry [6]. Thus, CCB was found to be comparable to sensitive

able 3
SD% values and the corresponding signal-to-noise ratios of the Mark 12TM protein stand

rotein Mr (kDa) CCB NIR imaging system CCB
dete

0.309 �g/�la 0.70

RSD% S/N RSD

yosin 200.0 30.0 3.7 3.5
-Galactosidase 116.3 6.2 10.3 5.8
hosphorylase B 97.4 6.9 16.2 5.2
SA 66.3 6.8 21.6 3.0
lutamic dehydrogenase 55.4 9.2 20.3 5.0
actate dehydrogenase 36.5 4.8 43.9 1.7
arbonic anhydrase 31.0 2.8 28.3 2.9
rypsin inhibitor 21.5 5.6 32.9 5.5
ysozyme 14.4 6.7 19.3 2.6
protinin 6.0 3.8 33.1 5.7

a Total concentration.
3.3 0.005 6.7
3.3 0.008 6.7
5.0 0.005 7.7
5.7 0.014 7.0

fluorescence stains when detected using a near-infrared fluores-
cence imaging system. Smejkal reported that CCB fluorescence was
at least twice as sensitive as SYPRO Ruby for the detection of pro-

teins [45].

It is frequently circulated that difference gel electrophoresis
(DIGE) [46] already solves the problem of insufficient precision. This
technique utilizes various internal standardizations with different
fluorescence markers in one gel [47–49]. It is generally accepted

ard solution. Each standard solution was analyzed six times on the same gel.

fluorescence
ctor

SYPRO fluorescence
detector

Deep Purple fluorescence
detector

7 �g/�la 0.309 �g/�la 0.619 �g/�la

% S/N RSD% S/N RSD% S/N

6.5 16.2 13.3 14.1 8.0
12.3 6.0 19.0 7.0 22.1
17.8 6.9 28.6 7.9 25.1
19.7 2.3 33.6 8.7 30.6
20.8 7.0 38.4 7.1 41.7
31.8 2.9 66.1 3.6 39.3
22.5 4.8 53.9 14.8 29.1
28.5 3.3 70.9 3.1 34.9
19.5 8.4 45.2 3.7 9.0
22.6 3.2 64.8 5.3 43.1
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hat DIGE improves the precision in gel electrophoresis to some
xtent [48,50,51] [Winckler . . . Oehler, and further literature cited
erein]. However, even the manufacturers just report, that RSD%
alues of 10% can be obtained with DIGE. This improvement is mod-
rate related to the effort and investments which are necessary
o establish DIGE. It requires very expensive equipment as well as
eagent kits [52] which makes it difficult for routine use. Further,
ven this moderate amelioration cannot be clearly derived from the
o-far published data [53].

Due to the low DL and good quantitative precision as a result of
he good signal-to-noise ratios, the combination of CCB stained gels
nd the NIR imaging system provides the most sensitive detection
ethod, which is currently available for in-gel protein detection.
ence, the main source of error was reduced with this detection
ethod. Consequently, this combination was used to perform the

lackett–Burman sample design in order to further analyze poten-
ial sources of error, and to further improve precision in quantitative
el electrophoresis.

.2. Plackett–Burman design

Using the Plackett–Burman design, seven different potential
nfluencing factors were investigated by conducting 12 experi-

ents. This particular design is shown in Table 4. Other
lackett–Burman designs for 8, 16, 20 up to 100 experiments (but
lways a multiple of four) are available, depending on the number of
actors to be analyzed. Each row represents an experiment, and each
olumn represents an independent parameter or a dummy factor. In
his case (Table 4), the potential influencing factors are assigned to
olumns 1–7. The last four columns represent the so-called dummy
ariables, imaginary factors, for which the change from one level to
he other has no meaning. These dummy variables are just used to
stimate the experimental error. As factors, staining and destain-
ng time, staining temperature, temperature of the electrophoretic
rocess, composition of sample buffer (SDS and LDS containing
ample buffer), age of the gels (six-week-old gels and freshly casted
els), and self- and pre-casted gels were investigated. Each of the
arameter must be investigated at two different levels, which are
epresented by the plus and minus signal in the Plackett–Burman
able. The investigated variables here and their corresponding levels
re shown in Table 5. The Plackett–Burman design is usually per-
ormed using levels, which represent the upper and lower limit of
he range of expected values. These limits were determined in pre-
ests. The Plackett–Burman design assumes independence between
he investigated parameters as well as linearity between the two
ifferent levels of the investigated parameters. This means a linear
onnection between the investigated factor and the response fac-
or within the extreme levels (“+” and “−”) is expected. The design
xperiments are performed in a random sequence to eliminate any
iased errors. The response of interest is measured for each exper-

ment.
In order to evaluate the precision in quantitative gel elec-

rophoresis, we chose the percental relative standard devia-
ion (RSD%) of the peak areas as the target parameter. The
est results (calculated RSD% values) were entered in the
ast column of the Plackett–Burman schedule (Table 4). All
ollowing calculations are provided at http://www.pharmchem.tu-
s.de/forschung/waetzig/support/in order to facilitate the trace-
bility of this data evaluation.

The most important variables affecting this target parameter
re estimated by their effects Ex. This effect of a particular factor

was calculated from the difference between the sum of the + and
responses Y for each independent and dummy factor (Eq. (2)),
here N is the number of experiments of the design. In this case

he response variable Y represents the percental relative standard
eviation (RSD%) of the peak areas calculated from the electro-
Biomedical Analysis 50 (2009) 320–327

pherograms per experiment.

Ex =
∑

Yx(+)

N/2
−

∑
Yx(−)

N/2
(2)

In order to evaluate the calculated effects, both graphical and
statistical interpretation methods are considered feasible. The
graphical identification of important effects can be applied with
a normal probability plot [54,55] or with a bar plot [23], where the
estimated factor effects are represented. Statistical interpretation
provides the calculation of a limit value, which can also be plotted
in the bar plot diagram and which allows a less subjective evaluation
than just the graphical representation.

The experimental error is estimated by the effects of the dummy
factors ED. Hence, the standard deviation (�̂) of the effects was cal-
culated by using Eq. (3), where E(Di) is the effect of a particular
dummy factor and n the number of dummy factors and degrees of
freedom.

�̂ =
√∑

E2
(Di)

n
(3)

Each effect (Ex) of a particular factor x was compared with the
minimum significant factor effect (MIN), a limit value which rep-
resents the experimental variability within the design and was
calculated by multiplying the standard deviation with a particular
t-value (Eq. (4)).

MIN = �̂ · t (4)

An effect is considered as significant at a given probability value
˛ if |Ex| > MIN.

For each experiment, one gel was prepared with six lanes con-
taining ten proteins in a total concentration of 0.309 �g/�l per
lane. Each experiment was done twice and each gel was scanned
five times. All lanes were converted into dimension reduced
electropherograms, which resulted in 60 electropherograms per
experiment, from which the peak areas rather the RSD% values were
determined. For each lane, the sum of all peak areas was calculated
as total peak area. Each individual peak area was then related to
this total peak area. The calculation of RSD% is described in Eq. (5),
where �̂ is the estimated standard deviation (Eq. (6)), �̂2 the esti-
mated variance (Eq. (7)) and x̄ the estimated arithmetic mean (Eq.
(8)) calculated from the six electropherograms of one gel image.

RSD% = �̂

x̄
× 100% (5)

�̂ =
√

�̂2 (6)

�̂2 =
∑n

i−1(xi − x̄)2

n − 1
(7)

x̄ =
∑n

i=1xi

n
(8)

The total RSD% values for each protein were calculated by using
the pooled variance. Therefore, the RSD% values obtained from one
gel image were squared to yield the variances. All 10 variances of
each protein (each experiment was done twice and each gel was
scanned five times) were summarized by Eq. (9), where �̂2

pooled is

the pooled variance, �̂2
m the calculated variance of each protein, n

the number of lanes and m the number of considered gel images.
By extracting a root of this pooled variance the total RSD% values
for each SDS concentration were obtained.
�̂2
pooled = (n1 − 1)�̂2

1 + (n2 − 1)�̂2
2 + · · · + (nm − 1)�̂2

m

n1 + n2 + · · · + nm − m
(9)

For our investigations, we considered only seven of the 10 pro-
teins (q.v. Table 1, protein numbers 2–8), which were well separated

http://www.pharmchem.tu-bs.de/forschung/waetzig/support/in
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Table 4
Plackett–Burman design for 12 trials.

Number Mean Influencing factors Dummy factors Response

1 2 3 4 5 6 7 8 9 10 11 RSD%

1 + + + − + + + − − − + −
2 + + − + + + − − − + − +
3 + − + + + − − − + − + +
4 + + + + − − − + − + + −
5 + + + − − − + − + + − +
6 + + − − − + − + + − + +
7 + − − − + − + + − + + +
8 + − − + − + + − + + + −
9 + − + − + + − + + + − −
10 + + − + + − + + + − − −
11 + − + + − + + + − − − +
12 + − − − − − − − − − − −
Effect

Table 5
Investigated influencing factors and the corresponding levels.

Influencing factors Levels

− +

1 Staining time 1 h 5 h
2 Destaining time 2 h 20 h
3 Temperature of staining/staining solutions Cooled in the refrigerator Room temperature
4 Temperature of electrophoretic process Cooled in the refrigerator Room temperature
5 Sample buffer SDS LDS
6 Age of gels Old (six-week-old gel) New (casted freshly)
7 Casting type Pre-casted gel Self-casted gel

Table 6
Results of the Plackett–Burman design; calculated RSD% values of each protein.

Experiment number �-Galactosidase Phosphorylase B BSA Glutamic
dehydrogenase

Lactate
dehydrogenase

Carbonic
anhydrase

Trypsin
inhibitor

1 19.5 7.8 9.0 4.3 3.7 6.1 5.5
2 6.6 5.0 5.8 5.4 4.6 4.0 5.6
3 9.0 5.0 7.7 7.4 6.3 5.9 5.2
4 11.5 4.2 4.0 6.1 3.8 3.3 3.2
5 17.7 12.0 18.5 10.2 8.0 8.1 9.9
6 6.9 26.2 8.1 9.4 5.4 5.8 6.5
7 5.3 6.4 5.3 7.9 5.3 3.8 5.5
8 7.0 7.9 10.9 12.8 5.4 3.9 8.9
9 23.3 20.0 12.6 8.2 3.9 7.1 5.7

8
4

1 2

i
A
r
o
c

f

T
R
l

E

P

�
P
B
G
L
C
T

10 6.8 6.6 8.
11 8.9 7.7 6.
2 7.4 7.2 11.

n the centre of the gel to avoid effects resulted of the gel borders.
lso in some cases, depending on the electrophoretic conditions or

ather defined parameters, some of the separated proteins were run
ut the gel. Thus, the proteins, which were located on all gels, were
hosen for the evaluation of the Plackett–Burman design.

For each protein, a Plackett–Burman schedule was averaged
rom all the data of the twelve trials by using the pooled variance

able 7
esults of the Plackett–Burman design; the calculated effects which are considered as sign

evel of ˛ = 0.2.

stimated effects of investigated factorsa

rotein 1 2 3

-Galactosidase 1.37 8.30 −5.07
hosphorylase B 1.27 −0.45 −7.22
SA 0.017 1.35 −3.53
lutamic dehydrogenase −1.04 −0.76 0.03
actate dehydrogenase 0.48 −0.05 −0.05
arbonic anhydrase 0.96 1.08 −1.16
rypsin inhibitor −0.28 −0.34 0.50

a Assignment of the investigated factors according to Table 5.
7.0 5.7 6.8 9.0
7.0 3.8 3.9 10.1
5.3 3.5 3.7 6.0

as described above. The obtained RSD% values and the calculated
effects are summarized in Tables 6 and 7, respectively.
The calculation of the limit value to identify statistical signifi-
cant effects is usually derived from the t-distribution. The t-test
statistics provide the evaluation of location parameters such as the
arithmetic mean or the median. However, in the present case, the
percental relative standard deviation, a scattering parameter, was

ificant are represented in bold values; the MIN value was calculated at a significance

4 5 6 7 MIN

1.85 2.42 0.08 −0.75 3.80
−2.40 5.55 −3.18 4.37 5.19
−1.65 −0.45 1.58 −3.00 4.08
−1.76 0.53 1.23 0.03 2.86
−0.07 −0.97 0.72 −0.58 1.61

0.84 −0.13 0.46 −0.18 1.77
−1.36 0.59 2.79 −0.18 2.01
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ig. 2. Bar plots for the effects of each single protein. The bars represent the absolut
inimum significant factor effect (MIN); for denomination of factors see Table 5.

nvestigated. Thus, the evaluation of this target parameters by a t-
istribution has to be considered with care. Therefore, we initially
referred a graphical analysis using a bar plot. Fig. 2 shows the bar
lots for each single investigated protein. The bars represent the
bsolute values of the calculated effects. The influence of the factors
n the precision was evaluated by the height of the bars. Addition-
lly, the limit values were calculated by using the t-distribution and
ere plotted as a horizontal broken line in each diagram. For the cal-

ulation of the MIN value, a relatively high probability value ˛ of 20%
as used. In this way, a low �-error was obtained, which expresses

he probability with which an investigated factor is not identified as
ignificant, although, in fact, this factor influences the precision sig-
ificantly. Thus, we effectively reduce a false-negative decision. The
omparison of the graphical and statistical interpretation provides
ssentially the same results.

Fig. 2 and Table 7 show that completely different factors are con-
idered to be significant for each protein. For �-galactosidase, the
estaining time and the temperature during staining had a major

nfluence on spot area precision. Whereas, the temperature during
taining and possibly the nature of the surfactant (SDS or LDS) were
ost influential for phosphorylase B. The age of the gels plays an

mportant part for the quantification of trypsin inhibitor.
The detection of glutamic dehydrogenase, lactate dehydroge-

ase, BSA, and carbonic anhydrase seems to be quite resistant
gainst external effects and changes. The staining time, the tem-
erature of the electrophoretic process, and the sort of gels (pre-
r self-casted) do not have any impact on the precision. These
arameters need not be closely investigated in further experimental
esigns.
Seven proteins with different biophysical properties were sys-
ematically investigated applying the Plackett–Burman design.
owever, the experiment does not result in a general conclu-

ion for all proteins. Any factor, which influences the precision
or one protein, may be without meaning in another case. A gen-
es of the calculated effects, the horizontal broken line the calculated limit value, i.d.

eral improvement of precision in quantitative gel electrophoresis
cannot, therefore, be reached by changes in the electrophoretic con-
ditions under investigation. Instead, a stepwise process for different
proteins or maybe classes of proteins seems necessary.

4. Conclusion and outlook

The background signal, as a consequence of the detection
method, was already identified as a predominant source of error
in quantitative gel electrophoresis [2]. This background signal is
markedly reduced by using the NIR imaging system, which results
in well-defined peaks and an excellent signal-to-noise ratio.

The sensitivity and precision of CCB staining using NIR imaging
systems is comparable to or even better than the sensitive fluo-
rescence stains. The high cost of such fluorescence stains presents
a disadvantage in the routine use of these products. Furthermore,
using fluorescence in the near-infrared region results in a low back-
ground signal and consequently in an improved sensitivity. Due to
the low DL and the good quantitative precision as a result of the
good signal-to-noise ratio, CCB stained gels imaged by NIR detec-
tor provide the most sensitive and cost effective detection method,
which is currently available for in-gel protein detection.

The influence of seven potential factors (namely, the staining
and destaining time, the staining temperature, the temperature
of the electrophoretic process, the composition of sample buffer,
the age of the gels, and casting type) on the precision was inves-
tigated using a Plackett–Burman design with seven proteins with
different representative properties. Individually, different influence

factors were identified to be significant for each protein. Thus,
the Plackett–Burman design emphasized the individuality of the
proteins. A general direct optimization of protein quantification
by changing the investigated parameters of the electrophoretic
process was not possible. However, out of seven investigated
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arameters, just four showed a significant effect on some proteins,
amely the destaining time, the staining temperature, the use of
ither SDS or LDS, and the age of the gels

Instead, precision can only be improved individually for each
rotein, and only if its biophysical properties are well characterized.
rotein properties such as constitution and structure, hydrophili-
ity or flexibility should be carefully considered, keeping in mind
hat the proteins are analyzed in at least a partly denatured form.
urther classification of proteins into special groups, according to
heir structural and analytical properties, should be performed.
ossibly, further information about the proteins, e.g. about their
unction, will be tried and incorporated into this consideration.

In practice, protein subgroups will be tentatively defined. There-
ore, we shall look for “relatives” of these proteins that were
nvestigated in this study. As a result, we shall be able to care-
ully optimize precision for this subgroup; but by using only the
actors which already have proved to be significant for the parent
ompound. By investigating a group of proteins responding to the
actor(s), recognizing significant effects is facilitated. In contrast,
he effort to find general optimal parameters for quantitation in
el electrophoresis failed in earlier works. Possibly, because posi-
ive effects on some proteins were masked by the data scattering
aused by the majority of non-responders.

If the optimization result is still unsatisfactory, one has to take
ne step back and improve the classification system, in order to
nd the right subgroup of proteins for which optimization becomes
ffective. When the precision in one subgroup is optimized with-
ut influencing others, the overall precision for protein quantitation
s improved to some extent as well. Step-by-step optimization for
arious subgroups will have a major effect over time.

More understanding of the uniqueness of the proteins should
nable us to further improve precision in gel electrophoresis. Thus,
he RSD% values of 2% for the main assays should be achievable
ithin the next years.
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